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M SfgEar € qora: HE SigHT ST FOT
Tt Sreredt ol fom=m SeRt weETe S S T At
gHc=T foRedTe Sheol BT 3T, Hifee o, farsgwor, sfarst
HTMOT T |Ia AT &N Al A6l HAleT SIeied
FRIETH T e IR, e Al € AHETETE! T THTelt
HTEH TRV SEATH STl 3T, STREHET &1 Al SATeid
SoTTett T aeR e, Jerehr wfomir fasgeer snfr
HIETEIST Al =T 3T [P wuTTHes ST 3Tfereh Treft
tara. freor &ena Al St Rravmedt faswf we
foremeat=a sifgwr smager sreRmEml wEd, S
fRretor STfre wHTeRTeR HATIOT qioTTHeRE .

STENfieh 9 SAEETRe: & Al 91 9 e,
AT ST, AT oI5, el SATOT JIAT 5 ST, SRIE
AT WS S0 Al AT daT ged o, <
SATEATI SATOT AT IHA e HTeaeh MfHeRT ST,

Artificial intelligence is not designed to replace
human intelligence, but to support and extend human
decision-making through speed, accuracy, and data-

driven insights. (Russell and Norvig 35)

Ty, Al © hdies TUsh BTEH ST Tl fsfor S1fr
sifew forofer ATeht forareprar strenfia sraor sTaverss 3R, Al
YOIl Afcer Sofia, wEfe "9SS g
SEER] T, oS WIel SREIREE Al =1 AT
U Al T AT ggh[l (collaborative tool) &
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IRTT e AHETR FrTfed AME STa B W HE
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SAiEH-TaG Sesfeime b e fa=n
fefoeat Soign Staeft . Al smenfa yonedt = Semn
ST SATcheh TRl ST Mo deR wferg for
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When machines begin to simulate human thought,
individuals are compelled to question the uniqueness of

human identity itself. (Floridi 89)
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3Tfor STfie foremar e wehd. Fr= 92 o ki
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AT <Eq B AT ST GISHTT SRR
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The true danger of artificial intelligence is not
autonomy, but the reinforcement of social inequalities
through unexamined algorithms and data. (Bostrom
112)
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HATEHTAT SIS FTHIR TeaTd Al SHIST=AT W TEmaT
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4. FTAITE (Ethics) STUT AT SETEERY @

T cdd HE =l U2k 3dl. Al ifamena uresiehar
(transparency),  fI59&fdT  (fairness),  SUXaTRICd
(accountability) SATIOT AT f==0T (human oversight) H
TOMd Al STar. Al WU SHeRaT Sied
HATNGHA AT IS =T U sRaT ame=T
ATRFATETST ST TEATd. A5 ol s FATIOT 267 Biefet
TS, T |l 30T BN, S Afdeh gEaT a1, Al
TUITel Erqerean fHofari=t Seaert W o=, 7 9y
& DIPEN IR PR RS SIS CIC N B R EEATE
FHOTTT e, ot o= weer=h i e fFHofamer ar=rar
Tt AT, 81 e Afees v otR. Al geas e
AT T Y0 ST e St = @Tees! qevar= dieh
fmtor g,

Ethical responsibility in artificial intelligence does
not lie with machines, but with the humans who design,
train, and deploy them within social and moral

frameworks. (Floridi 104)

IS ISV T BNl 2l Afcreh TelTerary &t et T8
HETE TS, AL NUTTAAT feh STofie fohaT Heaael F;
T Fh feciedn Serer ST frmiar i fof sram.
TS ST T&TTd, ST fohdT SHTISe: STardIe 9T
Al Fotaine wfafsiford oareht s s,

U Al <A1 TS T8 e ARieRieR o S
FRGM ke fobfad w0 rmEwEs IR, Al
governance, ethical audits, ATfoT gt S (human-in-
the-loop) ITHREAT HeheUdT AT ?{E'ﬁ HE =T SAdTd.
AR, Al SOTCAi=T SR AT 7 qed, TS
Al faemme &1 des qibes T g7 df 76l Sereen,
QTToTeR et AT e ferereh A=t frfed a2, AT=n
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5. foreene ;

FHM Fhemar & gE FEISTeT STSUHSiHe
froTiere s{fHeRT SISTrerd 31T, Ty, Al © & :7edl A1 quid:
|IEH AT, A1 qofd: ©lehT; T THTe qUiqor J1el T,
TSR T ST Joreaaee ] T&Td H3 Al =1 aTR
AT Al Hel Srteral yreft ST U |red 3%
YAl AT WIMEATT T TY 2d shl Al o8 hrRIeTwl,
Fehal HATIOT HOTerHdT aTg Fehd; Tiq T et At
e T S THwToT ST, AL SOl ST fehat Afceh
Tororeh TGS I T=ATeR YUl TeraIdT Iaaul HiehaTash &
o, FEULTE WIe EEdEI, THERIehd SATTOT JTeaTiiess A1
e He SAfUe SFUNREd .

I ek <ehe, WY FHrEit fFm afor amfsen
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SURY Tee, @ foer fowm Yot S wen SRt st
ArieSHTET = Al @1 37T HHA=AT Wt 9TeM 38
HET
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